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Deepfake-Erkennung fiir digitale Medien

Erkennung KI-generierter multimedialer Inhalte
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Generative Modelle erzeugen tauschend echte Féalschungen. Dies stellt nahezu jede Branche, in der
verlassliches Material verarbeitet werden soll, vor enorme Schwierigkeiten. In dieser Arbeit sollen
derzeitige Ansitze zur Erkennung von Kl-generierten Multimedia-Objekten untersucht, verglichen
und evaluiert werden. Hierzu wird jeweils ein spezifischer Multimedia-Typ (z.B. Bild, Ton, Video,
Text) als Schwerpunkt der Arbeit gewihlt und eine Ubersicht der derzeitigen Verfahren zur Erstellung
von Deepfakes und auch zu deren Erkennung gegeniibergestellt. In passenden Experimenten wird die
Qualitat sowohl der Erzeugung als auch der Erkennung tiberpriift.

Mogliche Forschungsfragen (Auswahl):

- Wie konnen Deepfakes eines bestimmten Multimedia-Typs erstellt und verldsslich erkannt werden
- Wie verlasslich sind Erkennungsalgorithmen fiir Deepfakes eines bestimmten Multimedia-Typs

- Wie lassen sich Erkennungsalgorithmen fiir Deepfakes in Anwendungen integrieren

Hintergrund: aktuelle Studien zeigen raschen Fortschritt bei der kiinstlichen Generierung digitaler
Inhalte. Die Algorithmen und Verfahren zur Erkennung hinken derzeit hinterher. Allerdings gibt es
auch neue Ansitze zur Detektion.
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